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The Schwarzian derivative and the degree
of a classical minimal surface

thomas mettler and lukas poerschke

Abstract. Using the Schwarzian derivative we construct a sequence
(Pℓ)ℓ⩾2 of meromorphic differentials on every non-flat oriented minimal
surface in Euclidean 3-space. The differentials (Pℓ)ℓ⩾2 are invariant under
all deformations of the surface arising via the Weierstrass representation
and depend on the induced metric and its derivatives only. A minimal
surface is said to have degree n if its n-th differential is a polynomial
expression in the differentials of lower degree. We observe that several
well-known minimal surfaces have small degree, including Enneper’s
surface, the helicoid/catenoid and the Scherk – as well as the Schwarz
family. Furthermore, it is shown that locally and away from umbilic
points every minimal surface can be approximated by a sequence of
minimal surfaces of increasing degree.

1. Introduction

In [2], a meromorphic quadratic differential P2 is introduced on every non-flat
oriented minimal surface M in Euclidean 3-space E3. The differential P2
arises as a conservation law for a certain curvature entropy functional and
is hence called the entropy differential. In this note we show that P2 is the
first element in a geometrically natural sequence (Pℓ)ℓ⩾2 of meromorphic
differentials on M , where Pℓ has degree ℓ, that is, Pℓ is a section of the
ℓ-th tensorial power of the canonical bundle of M . The entropy differentials
(Pℓ)ℓ⩾2 arise as certain higher order Schwarzian derivatives of the stereo-
graphically projected Gauss map G :M → C ∪ {∞}; where we compute the
Schwarzian derivative and its higher order descendants with respect to the
Levi-Civita connection of the flat metric

√
−Kg. Here g denotes the induced

metric on M and K ⩽ 0 its Gauss curvature. The differentials (Pℓ)ℓ⩾2 satisfy
the following properties:

Theorem 1.1. Let X : M → E3 be a non-flat minimal immersion of the
oriented surface M . Denoting by (Pℓ)ℓ⩾2 the induced differentials, we have:

(i) the differential Pℓ is holomorphic away from umbilic points and
extends meromorphically to all of M with a pole of order ℓ at the
umbilic points;

(ii) the differential Pℓ depends on the induced metric g and its derivatives
up to order (ℓ+4) only. In particular, the differentials (Pℓ)ℓ⩾2 are the
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same for all members of the associated family of minimal immersions
of X :M → E3;

(iii) the differentials (Pℓ)ℓ⩾2 are invariant under Goursat transforms of
the minimal immersion X :M → E3;

(iv) the differentials (Pℓ)ℓ⩾2 are invariant under (constant) rescaling of
X :M → E3.

Having the infinite sequence (Pℓ)ℓ⩾2 at hand, we may say that a minimal
immersion X :M → E3 has degree n if Pn vanishes identically or if Pn is a
polynomial expression in the lower order differentials, that is,

Pn = ψn(P2, . . . , Pn−1),
where ψn is a weighted-homogeneous polynomial of degree n which we
call the algebraic type of the immersion. We observe that several classical
minimal surfaces are surfaces of low degree. Using [2], it follows that – up to
Euclidean motion and the deformations listed in Theorem 1.1 – open subsets
of Enneper’s surface are the only surfaces of degree 2 and open subsets of
the helicoid and catenoid are the only surfaces of degree 3. A complete
description of degree four surfaces is not feasible. However, we prove that if
a degree four minimal surface admits an umbilic point, then it satisfies an
equation of the form P4 + an(P2)2 = 0, where

an = 12(n+ 2)2

(3n2 + 4n) , n ∈ N.

The equation P4+an(P2)2 = 0 is satisfied by the Enneper surfaces with higher
dihedral symmetry group Dn+1. Furthermore, the sequence an converges
to 4 as n goes to infinity and we show that at this limit coefficient there
exists a 1-parameter family of immersed singly periodic degree four minimal
deformations of the plane which keep the lines

{
z = 0, y = kπ

2 | k ∈ Z
}
fixed

and so that the induced metric admits a Killing vector field that is the
real part of a holomorphic vector field. Likewise, a degree five minimal
surface admitting an umbilic point satisfies P5 + 2anP3P2 = 0. We show
that the smallest admissible coefficient 216/7 is realized by the Schwarz
family (including the P- and D-surface and the Gyroid). Furthermore, the
limit coefficient 8 is realized by the Scherk family. Also, at degree seven we
encounter the k-noids of Jorge & Meeks [9].

We also prove that locally and away from umbilic points a minimal surface
can be approximated by a sequence of minimal surfaces of increasing degree.

Theorem 1.2. Let X : M → E3 be a non-flat minimal immersion of an
oriented surface M . Then for every point p in the complement M ′ of the
umbilic locus there exists a neighbourhood Up and a sequence of minimal
immersions Xn : Up → E3 with Xn having degree n so that limn→∞ ∥Xn −
X∥gEucl

= 0 locally uniformly.

The Schwarzian derivative arises most naturally in the context of projective
differential geometry. In Section A we discuss the relation between the
definition of the Schwarzian derivative used in this note and the usual
definition of projective differential geometry.
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2. Preliminaries

2.1. Weyl connections

Let (M, [g]) be an oriented surface equipped with a conformal structure
[g]. Recall that a Weyl connection for [g] (or [g]-conformal connection) is a
torsion-free connection ∇ on TM preserving [g], that is, its parallel transport
maps are angle preserving with respect to the conformal structure [g]. A
torsion-free connection ∇ on TM preserves [g] if and only if for some – and
hence any – Riemannian metric g ∈ [g], there exists a 1-form β ∈ Ω1(M), so
that

(2.1) ∇g = 2β ⊗ g.

Conversely, it follows from Koszul’s identity that for every pair (g, β) there
exists a unique affine torsion-free connection satisfying (2.1), which is

(g,β)∇ = g∇+ g ⊗ β# − β ⊗ Id− Id⊗ β,

where g∇ denotes the Levi-Civita connection of the metric g and β# denotes
the g-dual vector field to β. Note that for every smooth function u on M ,
the pair (e2ug, β + du) determines the same Weyl connection as the pair
(g, β)

(exp(2u)g,β+du)∇ = (g,β)∇,

as can easily be verified using the identity (c.f. [3, Theorem 1.159])

e2ug∇ = g∇− g ⊗ g∇u+ du⊗ Id + Id⊗ du.

We will use the notation [g]∇ to denote a Weyl connection for [g] and simply
write ∇ when the conformal structure is clear from the context.

Let J denote the complex structure onM induced by [g] and the orientation.
Clearly, a torsion-free connection preserves [g] if and only if it preserves J
and we may therefore also think of the Weyl connections for [g] as torsion-free
J-linear connections, that is, torsion-free connections on TM whose parallel
transports maps are J-linear. Consequently, a Weyl connection ∇ induces
connections on all tensorial powers of the canonical bundle L = T 1,0M∗ of
(M,J). By standard abuse of notation, we will denote these connections by
∇ as well, so that for all ℓ ∈ Z we have first order differential operators

∇ : Γ(Lℓ) → Ω1(M,Lℓ),
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sending smooth sections of Lℓ to Lℓ-valued 1-forms on M . Since Lℓ is a
complex vector bundle, the Lℓ-valued 1-forms on M decompose

Ω1(M,Lℓ) = Ω1,0(M,Lℓ)⊕ Ω0,1(M,Lℓ)
into (1,0) and (0,1) parts. Note that we may canonically identify Ω1,0(M,Lℓ)
with Γ(Lℓ+1) so that the (1,0) part of ∇ may be thought of as a differential
operator

∇1,0 : Γ(Lℓ) → Γ(Lℓ+1).
For a smooth section σ ∈ Γ(Lℓ), we write σ′ = ∇1,0σ as well as σ′′ = (σ′)′
and likewise for higher order derivatives.

For what follows it will be convenient to have local coordinate expressions
for the differential operators ∇1,0. To this end let z : U → C be a local holo-
morphic coordinate on M . Extending ∇ complex-linearly to the complexified
tangent bundle TM ⊗ C, it follows from the J-linearity of ∇ that
(2.2) ∇∂z∂z̄ = 0
and furthermore that there exists a unique complex-valued function γ on U
such that
(2.3) ∇∂z∂z = γ ∂z.

Conversely, a torsion-free connection satisfying (2.2) and (2.3) in every
holomorphic coordinate system is J-linear and hence a Weyl connection.

Suppose σ : U → Lℓ is a smooth section, we write σ = sdzℓ for some
smooth complex-valued function s on U . Then we have
(2.4) ∇1,0s dzℓ = (∂zs− ℓγs) dzℓ+1.

If w : V → C is another local holomorphic coordinate with U ∩ V ≠ ∅, then
writing σ = ŝdwℓ and ∇∂w∂w = γ̂ ∂w for complex-valued functions ŝ, γ̂ on V ,
we have
(2.5) ŝ = (∂wz)ℓs, γ̂ = (∂wz) γ + (∂zw) ∂2wwz,

on U ∩ V . Using (2.5) it is easy to check that the right hand side of (2.4)
does not depend on the chosen coordinates. The reader less familiar with
complex geometry may therefore take (2.4) as the definition of the operators
∇1,0. Note in particular that ∇1,0 agrees with the usual “del-operator” ∂ on
functions.

2.2. Higher order Schwarzian derivatives

Let (M, [g]) be a Riemann surface and ∇ a Weyl connection for [g]. Let
f be a holomorphic function on M satisfying f ′ = ∂f ≠ 0. We define the
Schwarzian derivative of f with respect to ∇ to be the quadratic differential

S∇(f) = f ′′′

f ′
− 3

2

(
f ′′

f ′

)2
.

In a local holomorphic coordinate system z : U → C with ∇∂z∂z = γ ∂z for
some complex-valued function γ on U , we obtain with (2.4)

(2.6) S∇(f) = {f, z} dz2 +
(1
2γ

2 − ∂zγ

)
dz2,
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where

{f, z} = ∂3zzzf

∂zf
−
(
∂2zzf

∂zf

)2

denotes the classical Schwarzian derivative of f with respect to the coordinate
z. Taking the Levi-Civita connection of the spherical metric

g1 =
( 2
1 + |z|2

)2
dz ◦ dz̄

on the Riemann sphere Ĉ gives
g1∇∂z∂z = − 2z̄

1 + |z|2
∂z.

Consequently, we have γ = −2z̄/(1 + |z|2), so that
1
2γ

2 − ∂zγ = 0,

and (2.6) simplifies to give the classical coordinate definition of the Schwarzian
derivative. Recall that the classical definition of the Schwarzian derivative
extends to the set of locally injective meromorphic functions and consequently
by using (2.6), so does our definition. Furthermore, a locally injective
meromorphic function a defined on some domain Ω ⊂ Ĉ satisfies

(2.7) Sg1∇(a) = 0

if and only if a is the restriction of a Möbius transformation. A crucial
property of the Schwarzian derivative is that it defines a cocycle. If f is a
locally injective meromorphic function on M and a a local biholomorphism
on Ĉ so that a ◦ f is well defined, then one may easily verify that

(2.8) S∇(a ◦ f) = S∇(f) + f∗
(
Sg1∇(a)

)
.

As a consequence of this identity and (2.7) we see that the Schwarzian
derivative is invariant under post-composition by a Möbius transformation.

The Schwarzian derivative is the first in a sequence of differential operators
enjoying invariance under post-composition by a Möbius transformation:

Definition 2.1. Let (M, [g]) be a Riemann surface equipped with a Weyl
connection ∇. For ℓ ⩾ 2 we define the ℓ-th Schwarzian derivative to be the
(ℓ+ 1)-th order differential operator defined by

S∇ℓ+1(f) =
(
S∇ℓ (f)

)′
where S∇2 (f) =

f ′′′

f ′
− 3

2

(
f ′′

f ′

)2
.

The ℓ-th Schwarzian derivative maps a locally injective meromorphic function
f on M to a smooth section of Lℓ, that is, a smooth differential on M of
degree ℓ.

Remark 2.2. By construction, the operators S∇ℓ are invariant under post-
composition by a Möbius transformation. However, none of the higher order
Schwarzian derivatives defines a cocycle. Local coordinate definitions of
higher order Möbius invariant Schwarzian differential operators previously
appeared in [1] and [22]. Notice that the higher order Schwarzian derivatives
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introduced in [22] differ from the ones introduced here, see in particular [22,
Equation 1-19 in Theorem D].

Every non-vanishing holomorphic quadratic differential Q on a Riemann
surface (M, [g]) gives rise to a flat [g]-conformal connection A∇ where A∇
denotes the Levi-Civita connection of the flat Lorentzian metric A = Re(Q).
Indeed, in a local holomorphic coordinate z : U → C on M so that Q = qdz2
for some holomorphic function q on U , we have A∇∂z∂z̄ = 0 and

A∇∂z∂z = γ ∂z,

with

(2.9) γ = ∂zq

2q ,

showing that A∇ is [g]-conformal. If f is a locally injective meromorphic
function on U , we obtain with (2.4)

(2.10) SA∇
2 (f) =

(
{f, z}+ 5

8

(
∂zq

q

)2
− 1

2
∂2zzq

q

)
dz2.

3. The entropy differentials and their invariance properties

3.1. The entropy differentials

Let M be an oriented smooth surface and X = (Xi) : M → E3 a smooth
immersion into Euclidean 3-space. Let g and A denote the induced metric
and second fundamental form on M

g = dX · dX, A = −dN · dX,

where N = (Ni) : M → S2 ⊂ E3 denotes the (orientation compatible)
Gauss map of X. The Weingarten shape operator is the endomorphism
S : TM → TM satisfying

A(X,Y ) = g(S(X), Y ) = g(X,S(Y ))

for all X,Y ∈ Γ(TM). The operator S is g-symmetric and hence (pointwise)
diagonalizable with real eigenvalues κ1, κ2, called the principal curvatures
of X. Recall that X is called minimal if its mean curvature H = 1

2 trS =
1
2(κ1 + κ2) vanishes identically. A point p ∈M where κ1 = κ2 is an umbilic
point, which – in the minimal case – amounts to κ1 = κ2 = 0. Consequently,
the umbilic points are precisely those points where the Gauss curvature
K = κ1κ2 = −(κ1)2 vanishes. The umbilic locus is the set

U = {p ∈M |κ1(p) = κ2(p) = 0}

and we use M ′ to denote its complement in M , i.e., M ′ = M \ U. The
minimality of X is well-known to be equivalent to the meromorphicity of
the stereographically projected Gauss-map. More precisely, we have the
following lemma whose proof may be found in [11] or most standard texts
on minimal surfaces.
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Lemma 3.1. Let X :M → E3 be a smooth immersion with stereographically
projected Gauss map G = (N1+iN2)/(1−N3) :M → Ĉ. Then X is minimal
if and only if G is meromorphic with respect to the complex structure on M
induced by g and the orientation.

Another key property of minimal surfaces is that the induced metric
satisfies the so-called Ricci condition.

Theorem 3.2. The induced metric g of a minimal immersion X :M → E3

has non-positive Gauss curvature K and whenever K < 0, the metric g
satisfies

(3.1) ∆ log(−K) = 4K.

Conversely, if (M, g) is a simply connected Riemannian 2-manifold of strictly
negative Gauss curvature satisfying (3.1), then (M, g) can be immersed
isometrically and minimally into E3.

Remark 3.3. Here ∆ denotes the Laplace-Beltrami operator with respect to
g. For a proof the reader may consult [5].

An immediate consequence of (3.1) is the following result.

Corollary 3.4. Let g denote the induced metric of a minimal immersion
X :M → E3 and K its Gauss curvature. Then on M ′ ⊂M , the complement
of the umbilic locus, g0 =

√
−Kg defines a flat metric.

Proof. The proof is an immediate consequence of the well-known and easily-
derived formula for the dependence of the Gauss curvature on a conformal
change of the metric. For u ∈ C∞(M), we have

Ke2ug = e−2u (Kg −∆u) .

Consequently, on M ′ we obtain

Kg0 = 1√
−K

(
K − 1

2∆ log
(√

−K
))

= 1√
−K

(
K − 1

4∆ log (−K)
)
= 0.

□

Clearly, the Levi-Civita connection g0∇ of g0 is a [g]-conformal connection.
Combining Theorem 3.1 and Theorem 3.4 we immediately see that we obtain
a sequence of differentials Pℓ on the complement M ′ of the umbilic locus of
a minimal immersion X :M → E3. Indeed, since the Gauss map is a locally
injective meromorphic function on M ′, the differentials

Pℓ = Sg0∇
ℓ (G)

are well defined on M ′.
On M ′ we have another flat metric given by the second fundamental form.

Lemma 3.5. On M ′ the Levi-Civita connection g0∇ of the flat Riemannian
metric g0 and the Levi-Civita connection A∇ of the flat Lorentzian metric A
agree.
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Proof. Denote by J the complex structure on M induced by g and the
orientation. Then the Hopf differential Q = A + iAJ is a holomorphic
quadratic differential [8], where we write

AJ(X,Y ) = A(JX, Y ),
for X,Y ∈ Γ(TM). In a neighbourhood of every point p ∈ M ′ we may
find local holomorphic coordinates z = x+ iy such that Q = dz2. We will
henceforth call such coordinates Q-adapted. In such a coordinate system we
have
g = e2u dz ◦ dz̄ = e2u

(
dx2 + dy2

)
, and A = Re(dz2) = dx2 − dy2.

for some real-valued function u satisfying Liouville’s equation
(3.2) 4∂2zz̄u = e−2u.

It follows that g has Gauss curvature K = −e−4u and hence

g0 =
√
−Kg = dx2 + dy2.

Therefore, with respect to the coordinate z, the Christoffel symbols of both
g0∇ and A∇ vanish identically. Covering M ′ with local holomorphic Q-
adapted coordinates implies that g0∇ = A∇. □

The differentials Pℓ have the property of being holomorphic away from
umbilic points and extending meromorphically across umbilic points.

Proposition 3.6. Let X :M → E3 be a non-flat minimal immersion with
induced differentials (Pℓ)ℓ⩾2 on the complementM ′ of the umbilic locus. Then
the differentials (Pℓ)ℓ⩾2 are holomorphic on M ′ and extend meromorphically
to all of M with Pℓ having a pole of order ℓ at the umbilic points. Furthermore,
the residue of Pℓ at an umbilic point p ∈M is

Resp(Pℓ) =
(
−1
2

)ℓ+1
(ℓ− 1)! (n+ 2)ℓ−2(3n2 + 4n),

where n denotes the order of vanishing of the Hopf differential at p.

Remark 3.7. Suppose that P is a meromorphic differential of degree ℓ ∈ N
having a pole of order ℓ at some point p, so that there exists a local p-centred
holomorphic coordinate z satisfying

P (z) = f(z)
zℓ

dzℓ,

where f is a holomorphic function near 0 with f(0) ̸= 0. Then the residue of
P at p is defined as

Resp(P ) = f(0),
which is clearly well-defined, that is, independent of the choice of local
p-centred holomorphic coordinate.

Proof of Theorem 3.6. Let p ∈M ′ and let w : Up → C be a local holomorphic
coordinate defined in a neighbourhood of p so that Q = dw2. Therefore, in
such a coordinate system (2.6) becomes
(3.3) P2 = {G,w} dw2
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and

(3.4) Pℓ+1 = ∂wpℓdwℓ+1

where we write Pℓ = pℓdwℓ. Since the Schwarzian derivative maps mero-
morphic locally injective functions to holomorphic quadratic differentials, it
follows that P2 and hence the differentials Pℓ on M ′ are holomorphic.

Now suppose z is any local holomorphic coordinate defined in some p-
neighbourhood Vp so that Q = qdz2 for some holomorphic function q on
Vp. Note that the umbilic points are isolated since they are precisely the
points where the holomorphic quadratic differential Q vanishes. Hence, at an
umbilic point p ∈M we may choose a local p-centred holomorphic coordinate
z so that X3 = Re(z) and

G = 1 + azn+1 + bzn+2 +O(zn+2),

where a ∈ C∗ and b ∈ C. From this we compute that

Q = −a(n+ 1)zndz2 +O(zn),

so that (2.10) yields

(3.5) P2 = −
((

3n2 + 4n
8

)
z−2 + n(n+ 2)

(n+ 1)
b

a
z−1

)
dz2 +O(1).

Hence we may write

P2 =
f2,n(z)
z2

dz2,

where the complex-valued function f2,n is holomorphic near 0 and satisfies

f2,n(0) = −3n2 + 4n
8 .

Using (3.4) and (3.5) together with a straightforward inductive argument we
see that

Pℓ =
(

ℓ−1∑
k=0

cℓ,k z
k−ℓ

(
b

a

)k
)
dzℓ +O(1)

for some coefficients cℓ,k where

cℓ,0 =
(
−1
2

)ℓ+1
(ℓ− 1)!n(n+ 2)ℓ−2(3n+ 4).

It follows that we may write

Pℓ =
fℓ,n(z)
zℓ

dzℓ

where the complex-valued function fℓ,n is holomorphic near 0 and satisfies

Resp(Pℓ) = fℓ,n(0) = cℓ,0,

thus completing the proof. □

Remark 3.8. In [2] it was shown that the real part of P2 is a conservation
law for critical points of a certain curvature entropy functional. For this
reason we call (Pℓ)ℓ⩾2 the entropy differentials. In fact, it was shown that if
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we write g = exp(2u)dz ◦ dz̄ for some real-valued function u and some local
Q-adapted holomorphic coordinate z so that Q = dz2, then P2 is given by

(3.6) P2 = −2
(
∂2zzu+ (∂zu)2

)
dz2.

3.2. Invariance properties

The entropy sequence enjoys certain invariance properties which we will now
discuss. First we observe (see also [2]):

Proposition 3.9. The entropy sequence is intrinsic, i.e. Pℓ+2 depends on the
induced metric and its derivatives up to order ℓ+ 4 only. In particular, Pℓ+2
is invariant under post-composing X :M → E3 with an ambient isometry.

Proof. We work in a local Q-adapted local coordinate z so that Q = dz2 and
g = e2udz ◦ dz̄. Consider the metric ĝ = (−K)3/4g with Gauss curvature

Kĝ = 1
2 |Kg|1/4

where Kg denotes the Gauss curvature of g. Now define

T = ĝ∇̊2 log(Kĝ) =
1
4
ĝ∇̊2 log(−Kg)

where ĝ∇̊2 denotes the trace-free Hessian of ĝ. Clearly, the symmetric
traceless covariant 2-tensor field T depends on g and its derivatives up to
order four. Using the identity u = −1

4 log(−Kg), we compute

T = −g0∇̊2u− du2 + 1
2g0(

g0∇u, g0∇u)g0

= −2Re
((
∂2zzu+ (∂zu)2

)
dz2

)
,

which agrees with the real part of (3.6). It follows that P2 depends on the
induced metric only. Since Pℓ+2 is just the ℓ-th derivative of P2 with respect
to the Levi-Civita connection of the induced flat metric g0, we see that Pℓ+2
depends on the induced metric and its derivatives up to order ℓ+4 only. □

In order to discuss the further invariance properties we first recall the
Weierstrass representation of minimal surfaces. We consider C3 and let φ
denote the natural complex inner product

φ(z,w) = z1w1 + z2w2 + z3w3,

where z = (zi) and w = (wi) are elements of C3. Weierstrass observed
that if (M,J) is a Riemann surface and X̃ :M → C3 is a holomorphic null
immersion, i.e. X̃∗φ = 0, then X = Re ◦ X̃ : M → R3 is a conformal and
minimal immersion of (M,J). Conversely, every minimal immersion of a
simply connected surface M arises in this way.

Having a holomorphic null immersion X̃ :M → C3, the triple (M,G, η),
where G is the stereographically projected Gauss map of the minimal immer-
sion Re(X̃) and η = dX̃3 is called the Weierstrass data of the null immersion
X̃. Standard computations give (see for instance [10])

(3.7) Q = − 1
G
dG ◦ η,
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where Q denotes the Hopf differential of Re(X̃).
A (global) method of producing a holomorphic null immersion of a Riemann

surface (M,J) into C3 from Weierstrass data was obtained by Osserman [17]:

Theorem 3.10. Let G : M → Ĉ be a meromorphic function and η a
holomorphic 1-form on M . Suppose that:

(i) The zeroes of η coincide with the poles and zeros of G, with the same
order;

(ii) For any closed curve γ ⊂M ,∫
γ
Gη =

∫
γ

η

G
, Re

∫
γ
η = 0,

where z̄ denotes complex conjugation of z ∈ C;
then

X̃(p)− X̃(p0) =
∫ p

p0

(1
2(G

−1 −G), i2(G
−1 +G), 1

)
η,

yields a holomorphic null immersion X̃ : M → C3 so that Re(X̃) has
Weierstrass data (M,G, η).

The natural left action of the linear conformal group C∗ × SO(3,C) on
C3 yields a left action on the space of holomorphic null immersions and
consequently on the space W(M) of minimal immersions of M arising via
the Weierstrass representation. For an element X : M → E3 ∈ W(M) we
call the deformations of X obtained by the C∗ × SO(3,C) action its Weier-
strass deformations. Next, following [12], we study the space of Weierstrass
deformations more carefully.

The action by the subgroup R+ × SO(3,R) corresponds to similarity
transformations of the minimal surface associated to the null immersion.
It follows that the space of non-similar Weierstrass deformations is the
homogeneous space

(C∗ × SO(3,C)) /
(
R

+ × SO(3,R)
)
≃ S1 × (SO(3,C)/SO(3,R)) .

The first circle factor yields the well-known associated family (or Bonnet
family) of minimal surfaces. The associated family of minimal surfaces
has the properties of being locally isometric and sharing a common Gauss
map. Furthermore, the Hopf differential Q changes by a complex phase.
The latter factor gives rise to the so-called Goursat family of minimal
surfaces. The group SO(3,C) ≃ PSL(2,C) acts on the Gauss-map by Möbius
transformation and leaves the Hopf differential unchanged (c.f. [7, Lemma
5.3.1] or [12]).

Since under a Bonnet-transform the induced metric is unchanged, so is
the induced flat metric. It follows that the differentials (Pℓ)ℓ⩾2 are the same
for the whole S1-family of associated minimal surfaces. Furthermore, since
the Hopf differential is unchanged under a Goursat transform, so is the
Levi-Civita connection of the second fundamental form A∇. Theorem 3.5
implies that the Levi-Civita connection g0∇ of the flat metric is invariant
under Goursat transform as well (this is noteworthy since the induced metric
itself does change non-trivially under Goursat transforms). Hence it follows



12 T. METTLER AND L. POERSCHKE

from the invariance of the Schwarzian derivative under post-composition
by a Möbius transformation that P2 and hence all differentials (Pℓ)ℓ⩾2 are
invariant under Goursat transforms. Concluding, we have:
Proposition 3.11. The meromorphic differentials (Pℓ)ℓ⩾2 are invariant
under Goursat – and Bonnet transforms.

Finally, note that scaling the immersion X :M → E3 by a constant does
neither change the Levi-Civita connection of the induced flat metric, nor
the Gauss map and hence leaves the sequence (Pℓ)ℓ⩾2 unchanged. This fact
together with the content of Theorem 3.6, Theorem 3.9 and Theorem 3.11 is
summarized in Theorem 1.1 of the introduction.

4. The degree of a minimal surface

The existence of an intrinsic sequence of meromorphic differentials on a
minimal surface motivates the following definition:
Definition 4.1. Let M be an oriented smooth surface. A non-flat minimal
immersion X :M → E3 is said to have degree n ∈ N if Pn vanishes identically
or if there exists a weighted-homogeneous polynomial ψn : Cn−2 → C of
degree n with weights (2, 3, . . . , n− 1) such that
(4.1) Pn = ψn(P2, . . . Pn−1).
Furthermore, we call ψn the algebraic type of the immersion X. Clearly, if
a non-flat minimal immersion has degree n, then it also has degree m for
all m ⩾ n. The degree will therefore always denote the smallest integer for
which a relation of the form (4.1) holds.
Remark 4.2. Recall, polynomial ψn(z1, z2, . . . , zn−1) which does not vanish
identically is called weighted-homogeneous of degree n if there exist positive
integers (w1, . . . , wn−1), called the weights of the variables, such that for
every λ ̸= 0

ψn(λw1z1, λ
w2z2, . . . , λ

wn−1zn−1) = λnψn(z1, z2, . . . , zn−1).
Remark 4.3. A definition of degree for constant mean curvature surfaces
without umbilic points was previously given by Pinkall and Sterling [20].
Example 4.4 (Enneper’s surface). Enneper’s surface is the minimal surface
with Weierstrass data M = C, G(z) = z and η(z) = zdz. From (3.7) we
compute

Q(z) = −dz2

and hence using (2.10) we obtain
P2(z) = {z, z} dz2 = 0.

Therefore, Enneper’s surface has the lowest possible degree two. Conversely,
it was shown in [2] that a minimal surface satisfying P2 = 0 is – up to
Euclidean motion and scaling – an open subset of Enneper’s surface. Thus
Enneper’s surface and its Weierstrass deformations exhaust all degree 2
surfaces. Note that Enneper’s Weierstrass deformations are just similarity
transforms.
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Remark 4.5. A characterisation of Enneper’s surface in terms of so-called
Chern–Ricci functions was given in [13].

Example 4.6 (The helicoid & catenoid). The helicoid is the minimal surface
with Weierstrass data M = C, G(z) = ez and η(z) = idz. From (3.7) we
compute

Q(z) = −idz2

and hence using (2.10) we obtain

P2(z) = {ez, z}dz2 = −1
2dz

2,

so that
P3(z) = ∂z

(
−1
2

)
dz3 = 0,

showing that the helicoid is a degree 3 surface (and consequently so is
the catenoid, since it is a member of the helicoid’s associated family of
minimal surfaces). Conversely, it was proved in [2] that a minimal surface
satisfying P2 = λQ for some non-zero complex constant λ is – up to Euclidean
motion, scaling and Goursat transform – an open subset of a member of the
helicoid/catenoid family. Since P2 = λQ precisely characterizes the degree 3
surfaces, it follows that the helicoid and its Weierstrass deformations exhaust
all degree 3 surfaces.

4.1. Degree four surfaces

A minimal immersion with entropy differentials (Pℓ)ℓ⩾2 is of degree 4 if and
only if there exists a complex constant λ such that

(4.2) P4 + λ(P2)2 = 0.

Therefore, we have a (complex) one-dimensional space of algebraic types of
degree 4 immersions and a complete classification is not feasible. However,
the space of algebraic types of degree four surfaces simplifies in the presence
of umbilic points.

Proposition 4.7. Suppose X :M → E3 is a smooth minimal immersion of
degree four whose Hopf differential vanishes to order n ∈ N at some umbilic
point. Then the Hopf differential vanishes to order n at every umbilic point
and the immersion X satisfies

P4 +
12(n+ 2)2

(3n2 + 4n)(P2)2 = 0.

Proof. Let p ∈ M denote the umbilic point at which the Hopf differential
vanishes to order n. Then Theorem 3.6 implies that

Resp(P2) = −3n2 + 4n
8 .

and hence

Resp((P2)2) = (Resp(P2))2 =
(
3n2 + 4n

8

)2

.
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Since X has degree four there exists a complex-constant λ such that P4 −
6λ(P2)2 = 0 and hence using Theorem 3.6 we must have

Resp(P4) = − 3
16(n+ 2)2(3n2 + 4n) = 6λ (Resp(P2))2 = 6λ

(
3n2 + 4n

8

)2

,

which implies

P4 +
12(n+ 2)2

(3n2 + 4n)(P2)2 = 0,

as claimed. Furthermore, note that the sequence an = 12(n+2)2
(3n2+4n) is injective

which excludes the possibility of having two umbilic points at which the Hopf
differential vanishes to different order. □

Example 4.8 (Enneper surfaces of higher dihedral symmetry). The minimal
surfaces arising from the Weierstrass data M = C, G(z) = zk and η(z) =
zkdzk for some integer k ⩾ 2 are called Enneper surfaces of higher dihedral
symmetry. From (3.7) we obtain

(4.3) Q(z) = −kzk−1dz2,

showing that these surfaces have an umbilic point at which the Hopf differ-
ential vanishes to order k − 1. Therefore, by Theorem 4.7, if the Enneper
surfaces of higher dihedral symmetry have degree four, then they will have
to satisfy

P4 + 12 (k + 1)2

(k − 1)(3k + 1)(P2)2 = 0.

From (2.9) and (4.3) we get γ = (k−1)
2z , hence with (2.10) we obtain

P2(z) =
({
zk, z

}
− (k − 1)(k + 3)

8z2
)
dz2

= −
((k − 1)(k + 1)

2z2 + (k − 1)(k + 3)
8z2

)
dz2

= − 1
8z2 (k − 1)(3k + 1)dz2.

Therefore, using (2.4) we have

P3(z) =
(
−1
8(k − 1)(3k + 1)∂z

( 1
z2

)
+ 1

4
(k − 1)

2z

((k − 1)(3k + 1)
z2

))
dz3

= 1
8z3 (k − 1)(k + 1)(3k + 1)dz3,

and likewise

P4(z) =
(
− 3
8z4 (k − 1)(k + 1)(3k + 1)

− 3
2z (k − 1) 1

8z3 (k − 1)(k + 1)(3k + 1)
)
dz4

= − 3
16z4 (k + 1)2(k − 1)(3k + 1)dz4.
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Hence we obtain

P4 + 12 (k + 1)2

(k − 1)(3k + 1)(P2)2 = 0,

which agrees with Theorem 4.7.

The sequence

an = 12(n+ 2)2

(3n2 + 4n)
describing the admissible coefficients for degree four minimal immersions
with umbilic points satisfies limn→∞ λn = 4. It is therefore natural to ask
what (umbilic-free) minimal surfaces satisfy P4 + 4(P2)2 = 0. We will next
study a 1-parameter family of such surfaces.

Example 4.9 (Limit degree four surfaces). Let M = C with Gt(z) = 1
t e

−z

and ηt(z) = 2tezdz where t > 0 is a real parameter. From this Weierstrass
data we obtain a family of minimal immersions Xt : R2 → R3 given by

(x, y) 7→
(
x− t2

2 e2x cos(2y), y + t2

2 e2x sin(2y),−2tex cos(y)
)

where z = x+ iy denotes the standard coordinate on C ≃ R2. Note that the
immersion X0 yields the plane. The induced metrics are

gt =
(
1 + t2e2x

)2 (
dx2 + dy2

)
,

and the second fundamental forms are

At = 2tex
(
cos(y)

(
dx2 − dy2

)
− 2 sin(y) (dx ◦ dy)

)
.

The metrics gt have Gauss curvature

Kt = − 4t2e2x

(1 + t2e2x)4

Writing Σt = Xt(C), these surfaces are singly periodic with respect to the
action Σt ×Z→ Σt

(p, n) 7→ p+

 0
2nπ
0

 .
for n ∈ Z and p ∈ Σ. The fundamental domain Xt(R× [−π, π]) is symmetric
around y = 0 and contains two straight lines defined by y = ±(1/2)π.

Note moreover that ∂y is a Killing vector field for gt which is the imaginary
part of a holomorphic vector field.

From (3.7) we obtain
Q(z) = 2t ezdz2

and from (2.9) we get γ = 1
2 , hence with (2.10) we obtain P2(z) = −3

8dz
2.

Likewise we obtain P3(z) = 3
8dz

3 and P4 = − 9
16dz

4 so that

P4 + 4(P2)2 = 0.
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Figure 1. A portion of the image of X1.

4.2. Degree five surfaces

A minimal immersion with entropy differentials (Pℓ)ℓ⩾2 is of degree 5 if and
only if there exists a complex constant λ such that

P5 + λP2P3 = 0.

Therefore, again, we have a (complex) one-dimensional space of algebraic
types of degree 5 immersions and a complete classification is not feasible.
However, in entirely similar fashion to the degree four case we can prove:

Proposition 4.10. Suppose X :M → E3 is a smooth minimal immersion of
degree five whose Hopf differential vanishes to order n ∈ N at some umbilic
point. Then the Hopf differential vanishes to order n at every umbilic point
and the immersion X satisfies

P5 + 24 (n+ 2)2

(3n+ 4)nP3P2 = 0.

The sequence

an = 24 (n+ 2)2

(3n+ 4)n
satisfies a1 = 216/7 and a∞ = limn→∞ an = 8. Both coefficients a1 and a∞
are realized by well-known surfaces.

Example 4.11 (Schwarz family). The Schwarz primitive triply periodic surface
is the minimal surface with Weierstrass data

M =
{
(z, w) ∈ Ĉ2 |w2 = z8 − 14z4 + 1

}
and G(z, w) = z and η(z, w) = z

wdz. From (3.7) we compute

Q(z, w) = − 1
w
dz2

and hence using (2.10) we obtain

P2(z, w) = −42z2(z4 + 1)2

w4 dz2.

Simple computations give

P3(z, w) =
84z(z16 + 34z12 − 34z4 − 1)

w6 dz3,
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and

P4(z, w) = − 84
w8 (z

24 + 282z20 + 1887z16 − 884z12 + 1887z8 + 282z4 + 1)dz4,

as well as

P5(z, w) =
108864z3(z24 + 36z20 + 69z16 − 69z8 − 36z4 − 1)

w10 dz5.

Consequently, we have

P5 +
216
7 P2P3 = 0,

thus showing that the Schwarz family of minimal surfaces has degree 5 and
realises the first possible coefficient 216

7 among degree 5 surfaces with umbilic
points.

The limit a∞ = 8 is also realized by a well-known family of minimal
surfaces.

Example 4.12 (Scherk family). The singly-periodic Scherk surface is the
minimal surface with Weierstrass data M = Ĉ \ {±1,±i}, G(z) = z and
η(z) = iz

(z4−1)dz. From (3.7) we compute

Q(z) = − i
z4 − 1dz

2

and hence using (2.10) we obtain

P2(z) = − 6z2

(z4 − 1)2 .

Simple computations give

P3(z) =
12z(z4 + 1)
(z4 − 1)3 , P4(z) = −12(z8 + 10z4 + 1)

(z4 − 1)4

and

P5(z) =
576z3(z4 + 1)

(z4 − 1)5 ,

so that
P5 + 8P2P3 = 0,

showing that Scherk’s family of minimal surfaces has degree 5 and realizes
the limit coefficient a∞ = 8.

4.3. Degree seven surfaces

Example 4.13. Taking M = Ĉ \ {z : zk = 1} and G(z) = zk−1 as well as
η(z) = zk−1

(zk−1)2dz gives the k-noids of Jorge & Meeks [9]. With the help of a
computer algebra system one easily verifies that for k > 2 the k-noids satisfy

0 = P7 + akP5P2 + bkP4P3 + ckP3(P2)2
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and hence are surfaces of degree 7. The coefficients are

ak = 16(3k − 2)(k − 2)
3k2 − 16k + 8 ,

bk = 8(27k4 − 144k3 − 56k2 + 128k − 32)
(3k2 − 16k + 8)(k − 2)(3k − 2) ,

ck = 192k2

3k2 − 16k + 8 .

Remark 4.14 (Minimal surfaces of degree 6). The proof of Theorem 1.2 given
in Section 5 allows to conclude that we obtain examples of immersed minimal
surfaces of any degree, we were however not able to find well-known examples
of embedded minimal surfaces of degree 6.

5. Approximating minimal surfaces

It is natural to ask if a minimal surface can be approximated by a sequence
of minimal surfaces of increasing degree. In this section we will show that
locally and away from umbilic points this is indeed the case.

Let therefore M be an oriented surface and X : M → E3 a non-flat
minimal immersion. For p ∈M ′ pick a simply connected neighbourhood Up

so that Up does not contain any umbilic points. After possibly shrinking Up

and applying an ambient rotation, we may assume that the stereographically
projected Gauss map G of X does not attain the value ∞ on Up. Let Q
denote the Hopf differential and P2 denote the first entropy differential of
X. We take a local p-centred holomorphic coordinate z so that Q = dz2. By
analytic continuation we may extend z to all of Up. We write

P2 =
ρ

2dz
2

for some holomorphic function ρ on Up, where, by definition, we have
ρ

2 = {G, z} .

Recall the following classical fact.

Theorem 5.1. Let ρ be a holomorphic function on a simply connected
domain Ω in the complex plane. Then for every prescription of w(z0) and
(∂zw)(z0) at some point z0 ∈ Ω, there exists a unique holomorphic function
w on Ω satisfying Hill’s equation with potential ρ/4

(5.1) ∂zzw + ρ

4w = 0.

For a proof see for instance [14, p. 53]. By a straightforward power series
coefficient comparison argument, we also obtain:

Lemma 5.2. Let D ⊂ C be the open unit disk. For every holomorphic
function ρ on D and for all w0, w

′
0 ∈ C, the sequence wn : D → C with wn

being the unique solution of

∂2zzwn + ρn
4 wn = 0, wn(0) = w0, (∂zwn)(0) = w′

0,
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converges locally uniformly to the unique solution of
∂2zzw + ρw = 0, w(0) = w0, (∂zw)(0) = w′

0,

where ρn denotes the Taylor series around 0 of ρ up to order n.

Hill’s equation is linear and by Theorem (5.1) its space of solutions is
complex two-dimensional. Let therefore w1, w2 : Ω → C be a pair of linearly
independent solutions. Their Wronskian

W (w1, w2) = w1∂zw2 − w2∂zw1

is a non-zero constant W by Abel’s identity, and w1 and w2 cannot vanish
simultaneously. Writing Ĝ = w1

w2
, we obtain

∂zĜ = w2∂zw1 − w1∂zw2
(w2)2

= − W

(w2)2

so that Ĝ is a locally injective meromorphic map except possibly on the zero
locus of w2. Computing ∂z(1/Ĝ) we see that Ĝ is locally injective away from
there zero locus of w1, and thus everywhere. A simple computation now
gives

{Ĝ, z} = −2∂
2
zzw2
w2

= ρ

2 ,

where we have used the fact that w2 solves (5.1). From the cocycle prop-
erty (2.8) of the Schwarzian derivative we see that Ĝ differs from the stereo-
graphically projected Gauss map by a Möbius transformation. In particular,
on Up, there exists a pair of solutions w1, w2 of (5.1) – unique up to rescaling
by a common constant – so that G = w1/w2. Since G does never attain
the value ∞ on Up the function w2 is non vanishing on Up. Fix such a
pair (w1, w2) and let w1,n and w2,n be the unique solutions on Up to Hill’s
equation with potential ρn/4 which satisfy

wi,n(p) = wi(p), and (∂zwi,n)(p) = (∂zwi)(p).
Here ρn denotes the power series of ρ around p of order (n− 3) with respect
to the coordinate z. Note that it follows from (3.7) and Theorem 3.10 that we
may recover X : Up → E3 by taking the Weierstrass data (G,−G/(∂zG)dz)
on Up. However, we may also take (Gn,−Gn/(∂zGn)dz) as Weierstrass data
on Up where Gn are the locally injective meromorphic functions on Up defined
by

Gn =
w1,n
w2,n

After possibly shrinking Up again, we can assume that the functions Gn are
holomorphic for sufficiently large n, and hence by applying Theorem 3.10
again we obtain a sequence of minimal immersions

(
Xn : Up → E3)

n⩾n0
.

Recall that z is chosen such that Q = dz2 and therefore γ ≡ 0 in (2.9).
Together with (2.4) this implies that we have

PXn
ℓ = 1

2∂
(ℓ−2)
z ρndzℓ,

where ∂(ℓ−2)
z denotes the partial derivative of order (ℓ− 2) with respect to

z and (PXn
ℓ )ℓ⩾2 denote the entropy differentials of the minimal immersion
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Xn : Up → E3. By construction, ρn is a polynomial in z of order (n − 3)
and hence the derivative of ρn with respect to z of order (n − 2) vanishes
identically. This implies that PXn

n vanishes identically and hence Xn has
degree n.

By Theorem 5.2, the functions wi,n converge locally uniformly to wi as n
tends to infinity and since w2 is non-vanishing, Gn converges locally uniformly
to G as n tends to infinity. SinceXn arises by integration from the Weierstrass
data (Gn,−Gn/(∂zGn)dz), it follows that ∥Xn −X∥gEucl converges to zero
locally uniformly as n tends to infinity. This proves Theorem 1.2.

Appendix A. Higher order Schwarzian derivatives

For background about the Schwarzian derivative we refer to reader to [18, 19].
We have defined the Schwarzian derivative with respect to a conformal
connection. However, less geometric structure is required on a Riemann
surface (M, [g]) to define the Schwarzian derivative. All one needs is a Möbius
structure [4], which is a generalization of the classical notion of a complex
projective structure. A Möbius structure is a linear second order differential
operator which can be written as the sum of the symmetrized trace-free
Hessian of a [g]-conformal connection ∇ and the real part of a quadratic
differential Q

H = Sym0(Hess(∇)) + Re(Q).
The differential operator H acts on densities of weight −1/2 on M and takes
values in the symmetric and [g]-traceless covariant 2-tensor fields of weight
−1/2, i.e.

H : Γ
(
Λ2(T ∗M)−1/2

)
→ Γ

(
S2
0(T ∗M)⊗ Λ2(T ∗M)−1/2

)
.

The Schwarzian derivative of a local biholomorphism ϕ : (M, [g],H) →
(M ′, [g]′,H′) between Riemann surfaces equipped with Möbius structures is
then defined to be ϕ∗H′−H, where the pullback is defined in the obvious way.
The classical definition of the Schwarzian derivative is recovered by taking
both (M, [g]) and (M ′, [g]′) to be Ĉ and H the Möbius structure associated
to the Levi-Civita connection of the spherical metric.

A Möbius structure H on (M, [g]) is called flat if in a neighbourhood of
every point of M there exists a local holomorphic coordinate z so that
(A.1) H = Re(∂2zz)
with respect to the canonical local trivialisations of the vector bundles
Λ2(T ∗M)−1/2 and S2(T ∗M) ⊗ Λ2(T ∗M)−1/2 induced by z. We call such
a coordinate a local H-adapted coordinate. It is straightforward to check
that any two overlapping adapted holomorphic coordinates are related by a
Möbius transformation.

Recall that a complex projective structure on a Riemann surface (M, [g])
is a (maximal) atlas of charts mapping open sets into CP1 so that transition
functions are (restrictions) of Möbius transformations. Therefore, a flat
Möbius structure induces a complex projective structure and conversely every
complex projective structure induces a flat Möbius structure by defining
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H as in (A.1). We refer the reader to [4] for additional details on Möbius
structures and to [6] for complex projective structures.

A crucial difference between having a conformal connection at hand versus
a Möbius structure only, is when it comes to defining higher order Schwarzian
derivatives. The operators SHℓ from Theorem A.1 below are well defined on a
Riemann surface (M, [g]) equipped with a (flat) Möbius structure. Although
they arise as derivatives of the Schwarzian derivative – and hence may be
thought of as higher order Schwarzian derivatives – for ℓ ⩾ 3 they all do lack
the invariance under post-composition by a Möbius transformation.

Proposition A.1. Let (M, [g]) be a Riemann surface equipped with a flat
Möbius structure H. Then for ℓ ⩾ 2 there exists a differential operator SHℓ
of order ℓ + 1 mapping locally injective meromorphic functions on M to
holomorphic differentials of order ℓ. In a local H-adapted coordinate z on M
the operators are given by

SHℓ+1(f) =
(
∂z (sℓ(f))− ℓsℓ(f)

∂2zzf

∂zf

)
dzℓ+1

with

SH2 (f) =

∂3zzzf
∂zf

−
(
∂2zzf

∂zf

)2
dz2

where we write SHℓ (f) = sℓ(f)dzℓ.

Remark A.2. These operators can also be defined in the case where H is
not flat, for the sake of brevity we will however not show this here. In local
coordinates, they appeared in [21].

For instance, in a local H-adapted coordinate z we have

SH3 (f) =

∂4zzzzf
∂zf

− 6 (∂3zzzf)(∂2zzf)
(∂zf)2

+ 6
(
∂2zzf

∂zf

)3
dz3.

The reader may easily verify that SH3 (f) is not invariant under post-compo-
sition by a Möbius transformation. For comparison, we mention that if ∇
is a [g]-conformal connection admitting a local holomorphic coordinate z in
which 1

2γ
2 − ∂zγ = 0, then we have

S∇3 (f) =

∂4zzzzf
∂zf

− 4 (∂3zzzf)(∂2zzf)
(∂zf)2

+ 3
(
∂2zzf

∂zf

)3
dz3.

Proof of Theorem A.1. We only need to show that the definition of the
operators SHℓ is invariant under coordinate changes of the form

(A.2) w = az + b

cz + d
, with

(
a b
c d

)
∈ SL(2,C).

We have dw = τdz and ∂w = τ−1∂z with

τ = (ad− bc)
(cz + d)2 .
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The proof is by induction. Recall the (well-known) fact that the Schwarzian
SH2 as defined above is invariant under coordinate changes of the form (A.2).
Let us therefore assume that SHℓ is invariant under coordinate changes of the
form (A.2). We write SHℓ (f) = ŝℓ(f)dwℓ = sℓ(f)dzℓ so that

ŝℓ(f) = τ−ℓsℓ(f).

Now using ∂zτ = − 2c
(cz+d)τ , we obtain

(A.3)
∂w (ŝℓ(f)) dwℓ+1 =

(
τ−(ℓ+1)∂z(sℓ(f)) + τ−1sℓ(f)∂zτ−l

)
dwℓ+1

= ∂z(sℓ(f))dzℓ+1 + sℓ(f)
2c

(cz + d)ℓdz
ℓ+1,

as well as
(A.4)

ℓŝℓ(f)
∂w (∂wf)
∂wf

dwℓ+1 = ℓτ−ℓsℓ(f)
∂z
(
τ−1∂zf

)
∂zf

τ ℓ+1dzℓ+1

= ℓsℓ(f)
∂2zz(f)
∂zf

dzℓ+1 + ℓτsℓ(f)τ−1 2c
(cz + d)dz

ℓ+1.

Combining (A.3) and (A.4) proves the inductive step. □

Remark A.3. The Schwarzian derivative can be generalized to higher di-
mensions from the conformal viewpoint [16] as well as from the (complex)
projective viewpoint [15].
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